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Module leader: Patricia CONDE-CESPEDES
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Presentation

Deep learning methods are now ubiquitous in industry and research and can be
applied to many tasks: image analysis and processing, predictive analysis in medicine,
natural language analysis and processing, translation, speech recognition, financial
market analysis, etc.

The good mastery and understanding of these methods are therefore essential to work
and evolve in the field of artificial intelligence.

Educational objectives

The objective of this course is to infroduce students to deep learning methods through
different types of neural networks and applications. The different stages of use of Deep
Learning methods will be addressed: the design or choice of the neural network
according to the type of application, training, prediction and performance analysis.

The knowledge and skills developed in this module fall under the field of Artificial
Intelligence and aim to present the basics of deep learning.

Prerequisite

e Python Programming
¢ Notions of optimization, bases of classification

Content/Program

Concepts
e Reminders

o Classification indices

o Gradient descent

o Cross-validation

e Neural network bases:

o Perceptron, MLP
Backpropagation
Simple autoencoders: example in Word2Vec
RNN
Convolution Basics
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e Convolutional neural networks:
o Simple CNNs
o Common nefworks: U-Nefts, W-Nets, YOLO

Pedagogical methods

Learning methods

For the 3 components, the theoretical course is followed/accompanied by tutorials
and practical work on a machine in Python. In such a way that students can assimilate
the theoretical knowledge of the S.A.

This module is based on a problem-based approach, through the systematic use of
contextualized problems, particularly in the dimension to improve skills "Ensuring the
quality and safety of a system (availability, reliability, maintainability, security,
confidentiality — integrity)".

Evaluation methods
Tabletop and project reviews.

Language of work
e Although the language of work is French, some bibliographic resources may be
in English.
¢ The data science course materials are in English.
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